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ABSTRACT 

The main objective of this research is to investigate the role of artificial 
intelligence in disease classification and prediction. A brief review of the 
techniques, algorithms, tools and terminologies that were used in this work has 
been conducted. Artificial Neural Networks (ANNs) are reviewed to nominate 
the suitable type for this work. 

In this work, a real medical data set has been used. The data set includes 14 
attributes, of which 13 independent diagnosis variables and one categorical 
dependent variable, which is the type of heart disease.  

To classify heart disease, a classification model is developed by using 
TensorFlow in Python. It is found that the classification model is 87% accurate 
in classifying heart disease. The challenges to implementing this model are 
explained, such as the data pre-processing, which means that the medical data 
cannot be used directly as some of them are categorical data that requires 
encoding before it can be used for the model development procedures. 

It is concluded that data sets cannot be directly used after the acquisition 
because, for example, the data sets may include missing data and faulty 
readings, and these represent big challenges for the real-time processing and 
presentation requirements. It is also found that variables of different types, such 
as logical variables and categorical information, require encoding before using 
them to build prediction or classification models. 

 

 

Introduction  

This chapter introduces the objectives of this work, as well as the scope of the project. In 

addition, the chapter briefly explains the project outline by introducing a summary of all the 

chapters.  

The Scope of the Project  

This project focused on the utilization of artificial intelligence in the health sector. The project 

methodology was based on Deep Neural Networks (DNNs), TensorFlow from Google, and 

Python programming language. All the programmes were developed and run on an ordinary 

personal computer (no supercomputers were used during the training and validation processes).  
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Project Objectives  

The objectives of this project were to: 

 Conduct a comprehensive review of the state of the art of the applications of AI in disease 

classification. (25%) 

 Develop a classification (prediction) model by using Python programming language. (25%) 

 Train, evaluate, and test the developed model by using different datasets. (25%) 

 Explain the challenges, limitations, and conclusions. In addition, suggestions for future work 

must be provided at the end. (25%). 

Literature Review 

Introduction  

This chapter expresses a brief review of the techniques, algorithms, tools and terminologies that 

were used in this work. ANNs are examined, focusing on three common and relevant types, 

before the best one for this work is indicated. TensorFlow software is introduced, and the chapter 

then looks at three different data normalisation techniques.  

Artificial Neural Networks (ANNs) 

Due to their powerful performance in complex applications such as prediction, classification, 

natural language processing, image processing and speech recognition, ANNs have received high 

levels of attention, especially after big developments in data storage and processing performance. 

However, the performance of the ANNs depends heavily on the quality of data sets, the power of 

the computer processors and training algorithms. Classical ANNs are trained by updating 

weights in order to minimise the difference between the ANNs output (the predictions) and the 

real output (observations) (Chauvin and Rumelhart, 1995). Below are three relevant neural 

network architectures that are commonly used in different applications: 

Multilayer Perceptron (MLP) 

MLPs are feedforwarded neural networks where the information is applied to the input layer and 

then passed through hidden layers to the output layer without any loops. In these neural network 

types, the training of the neural network involves selecting the weight coefficients between the 

layers (Orłowska-Kowalska, Blaabjerg and Rodríguez, 2014). The sigmoidal and hyperbolic 

tangent nonlinear functions are the commonly used activation functions for MLPs, and this is 

what makes this type of neural network able to map nonlinear relationships. The main challenge 

with MLPs is finding the right number of neurons in the hidden layer of the neural network 

(Orłowska-Kowalska, Blaabjerg and Rodríguez, 2014). 

Radial basis function network (RBFN) 

These neural networks have only one hidden layer of neurons and all the neurons have the same 

activation function. This structure makes RBFNs faster than the MLPs with almost the same 

level of accuracy (Huang, Huang and Chiou, 2003). According to Seshagiri and Khalil (2000), 

this type of neural network is mainly used to control nonlinear dynamic systems that have some 

uncertainties or parameter variations. 

Deep Neural Networks (DNNs) 

Deep learning algorithms are used to process massive amounts of data sets to assist in making 

decisions based on real-world knowledge, make useful predictions and learn complex 

relationships between variables (Goodfellow et al., 2016). DNNs have more than one hidden 

layer. The deep learning algorithms help to reduce the cost function and improve the neural 
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network's performance significantly while processing big data sets. This makes DNNs a perfect 

choice for forecasting, classifying and complex function approximation (Goodfellow et al., 

2016).  

TensorFlow  

The architectural components of neural networks, such as activation functions and training 

algorithms, may initially be represented as mathematical equations, but they must be transformed 

into computer programs so they can be implemented. For this reason, there are many software 

systems such as Scikit-learn (Pedregosa et al., 2011), Theano (Al-Rfou et al., 2016), Torch 

(Collobert, Bengio and Mariéthoz, 2002), and many more open-source software systems. In 

November 2015, Google released novel training and optimisation algorithms called TensorFlow 

(Abadi et al., 2015). TensorFlow is a machine learning system that operates at a large scale, and 

its novel optimisations and training algorithms make it suitable for a variety of applications, with 

a focus on training and optimising the performance of DNNs (Pang, Nijkamp and Wu, 2020). 

For the purpose of this work, TensorFlow was used mainly in a Python programming 

environment to implement the prediction and classification models using DNNs.  

Summary  

The techniques, algorithms, tools, and terminologies used in this work were concisely explained 

in this chapter. ANNs were examined, with a focus on three common and relevant ANN types, 

and it was concluded that DNNs are the most suitable choice for this work. TensorFlow was 

introduced and defined, and the chapter then reviewed three different data normalisation 

techniques that were considered for use in this project.  

Research Methodology  

Introduction  

This chapter illustrates the research methodology of this project. One data set was used in this 

work to fulfil the goals of the project. The data set related to heart disease, and it was used to 

build a classification model to identify types of heart disease based on certain parameters. The 

neural network structures are explained in detail as well as training algorithms. In addition, the 

programming language, that was used to develop both the prediction and classification models, is 

explained. The chapter concludes with a summary of the chapter findings. 

Data sets 

The data set in this work was obtained from the Center for Machine Learning and Intelligent 

Systems at the University of California, Irvine, which was donated by Janosi et al. (1988). The 

data set had 14 attributes, listed as follows (Janosi et al., 1988):  

age age in years  

sex sex (1 = male; 0 = female) 

cp chest pain type: 

 Value 1: typical angina 

 Value 2: atypical angina 

 Value 3: non-anginal pain 

 Value 4: asymptomatic 

trestbps resting blood pressure (in mm Hg on admission to the hospital) 

chol serum cholesterol in mg/dl 

fbs (fasting blood sugar > 120 mg/dl) (1 = true; 0 = false) 
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restecg resting electrocardiographic results: 

 Value 0: normal 

 Value 1: having ST-T wave abnormality (T wave inversions and/or ST 

elevation or depression of > 0.05 mV) 

 Value 2: showing probable or definite left ventricular hypertrophy by Estes' 

criteria 

thalach maximum heart rate achieved 

exang exercise induced angina (1 = yes; 0 = no) 

oldpeak depression induced by exercise relative to rest 

 

slope the slope of the peak exercise: 

 Value 1: upsloping 

 Value 2: flat 

 Value 3: downsloping 

ca number of major vessels (0–3) coloured by fluoroscopy 

thal 3 = normal; 6 = fixed defect; 7 = reversable defect 

target (to be 

predicted) 

diagnosis of heart disease (angiographic disease status): 

 Value 0: < 50% diameter narrowing 

 Value 1: > 50% diameter narrowing 

This data set contained no personal data because it had been removed by the donor (Janosi et al., 

1988). The main purpose of using this data set was to develop a classification model that 

predicted the ‗target‘ variable in the data set, which was a diagnosis of heart disease, 

(angiographic disease status) using the following two values: 

 Value 0: < 50% diameter narrowing 

 Value 1: > 50% diameter narrowing 

Data Exploration and Cleaning  

A data cleaning process was been performed on all data sets as follows: 

 Descriptive statistics were implemented to: 

 Identify impossible values that may result from faults/errors.  

 Look for outliers in the data. 

 Look for patterns that may indicate errors in the data set.  

 Identify duplicated data. 

 Address any identified errors. 

Neural Network Design  

This section explains the structure of the neural network that was used in this work. 

Multilayer Perceptron (MLP) 

The MLP topology has been used extensively by the researchers to build prediction models. An 

MLP neural network model was developed by Msiza, Nelwamondo and Marwala (2007) for 
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water demand forecasting. A wind speed prediction model was implemented by (Deo et al., 

2018), and an artificial intelligence approach based on MLP was developed for predicting the 

soil consolidation coefficient (Pham et al., 2019). Figure 0-1 shows the structure of the MLP 

(Al-Shibaany, Hedley and Bicker, 2012). 

 

Figure 0-1: Structure of the MLP (Al-Shibaany, Hedley and Bicker, 2012) 

Generally, the MLP has the following layers:  

 An input layer with several nodes that are equal to the number of independent variables. The 

nodes (neurons) of the input layers have linear activation functions where the input is not 

processed at this layer.  

 One hidden layer with certain number of nodes (neurons) where different activation 

functions are used based on the application and type of input data. In addition to the normal 

neurons in the hidden layer, a bias neuron may be added in certain applications to stabilise 

the neural network performance (Khandelwal and Singh, 2006).  

 The output MLP layer is the last layer that has several neurons equal to the number of the 

dependent variables in the data. 

The parameters of the MLP shown in Figure 0-1 are listed in Table 0-1 below:  

Table 0-1: List of parameters of the MLP neural network 

ni Number nodes in the input layer 

nj Number of nodes in the hidden layer 

nk Number of nodes in the output layer 

Vji Weight between (j) hidden node and (i) input node 

Wkj Weight between (k) output node and (j) hidden node 

Pj1 Weight between (j) hidden node and bias node 

Pk2 Weight between (k) output node and bias node 

h Hidden layer node 

zi Input of (i) input node 

Ok Output of (k) output node 

H Activation function 
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The following steps explain the calculation of the output of MLP: 

1. Apply the input data to the input layer. In this layer, the data is not processed. 

2. The data is then passed to the hidden layer and the output of each neuron at the hidden layer 

is calculated as follows: 

)( jj hHhnet   3-1 

Where hj represents the j
th

 neurons in the hidden layer, and hnetj represents the output of the j
th

 

neurons in the hidden layer.  

1

1

jji

ni

i

ij PbiasVzh 


 3-2 

3. The output of the output layer is calculated then as follows: 





nj

j

kkjjk PbiasWhnetO
1

2  3-3 

Deep Neural Networks (DNNs) 

DNNs are simply neural networks with multiple hidden layers. Several research and industry 

fields such as computer vision, speech recognition and computational medicine have been 

transformed by the application of DNNs (Goodfellow et al., 2016). Although single hidden layer 

neural networks can approximate continuous functions as accurately as possible if there are 

enough nodes in the hidden layer, it is almost impossible for them to approximate complex 

functions. Going deeper and adding more hidden layers to the neural network can help to 

overcome this and enable the approximation of complex functions (Lu et al., 2017, Telgarsky, 

2016, Cohen, Sharir and Shashua, 2016, Eldan and Shamir, 2016). Therefore, for this project, the 

most appropriate option was to use DNNs. Figure 0-2 shows the schematic structure of DNNs.  

 

Figure 0-2: Schematic structure of DNNs 
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Although DNNs are the best-performing methods for many classification problems, training 

them to achieve high-quality performance requires high computing power and takes longer than 

ordinary neural networks (Yang et al., 2020).  

Neural Network Layers  

It easy to decide how many neurons there are at the input layer of any neural network by simply 

counting the number of independent variables that are fed into the neural network. The same 

principle is applied to the output layer, where the number of neurons is equal to the number of 

dependent variables. However, choosing the number of neurons at the hidden layer represents a 

big challenge that still attracts the interest of many researchers. A binary search technique was 

used by Doukim, Dargham and Chekima (2010) to estimate the number of neurons in the hidden 

layer where the number was chosen to be 1, 2, 4, 8, 16, 32 and 64, and the accuracy of the model 

developed in this work did not exceed 80%. A comprehensive systematic review of the 

techniques used to count the number of neurons in the hidden layer was conducted by Sheela and 

Deepa (2013). There are many techniques detailed in the literature that have been used by 

researchers to count the number of neurons in the hidden layer. Table 0-1 lists the techniques that 

have been developed by other researchers and they were used to count the number of neurons in 

the hidden layer in this work as follows: 

Ni: number neurons in the input layer 

No: number neurons in the output layer 

Nh: number neurons in the hidden layer 

Nt: number of training pairs (size of the training data set) 

Table 0-2: List of techniques to count the number of neurons in the hidden layer 

No. Technique Reference 

1 
 

(Li, Chow and Yu, 1995) 

2  (Tamura and Tateishi, 1997) 

3 
 

(Xu and Chen, 2008) 

4 
 

(Xu and Chen, 2008) 

5  (Shibata and Ikeda, 2009) 

6  (Hunter et al., 2012) 

7 
 

(Sheela and Deepa, 2013) 

 

Training Algorithm 

Training a neural network simply means adjusting its weights so that the difference between the 

neural network output and the actual output is reduced to the minimum. In this work, the error 

backpropagation algorithm was used to train the neural networks. This technique is used to 

update the weights of the neural networks by calculating the error in the output layer and then 

propagate back this error to update the weights as follows (Zurada, 1992):  

1. Randomly initiate the weights vectors.  

2. Choose an appropriate learning rate (η > 0) which is the amount of change that will be 

applied to the weights in order to minimise the cyclic error E. According to Goodfellow et al. 

(2016), the learning rate can be chosen on a logarithmic scale, e.g. a learning rate taken 

within the set 0.1, 0.01, 10
-3

, 10
-4

, and 10
-5

. In this work, the learning rate was chosen to be η 

= 0.1 to start with and this was updated logarithmically to check the difference in model 

performance.  
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3. Apply the input variables (zk) and the required output variable (dk).  

4. Calculate the output of the neural network (Ok) by using equations 3-1, 3-2 and 3-3. 

5. Calculate the error of the output layer, which is simply the difference between the actual 

output from the training data set and the output of the neural network: kkok Od    

6. Calculate the error of the hidden layer by using the following equation: 





j

k

kjokjhj Whnet
1

2 )1(5.0   3-4 

7. Update the weights of the output layer by using the following equation: 

jokkjkj hnetWW   3-5 

8. Update the weights of the hidden layer by using the following equation: 

ihjjiji zVV   3-6 

9. Calculate the cyclic error E: 

2)(
2

1
kk OdE   3-7 

10. If the calculated E is less than the assumed E, the training process will be terminated. 

Otherwise, return to step 3. 

Programming Language 

In this study, Python programming language was used to perform all artificial intelligence-based 

model developments. Python is a general-purpose and high-level programming language, which 

was created by Guido van Rossum and first released in 1991 (Guttag, 2016). The philosophy of 

Python emphasises code readability to help programmers write clear, logical code for small and 

large-scale projects (Kuhlman, 2009).  

TensorFlow was introduced in Chapter Two (section 2.5) and was used here to develop artificial 

intelligence-based models. TensorFlow supports a variety of applications but it particularly 

targets training and inference within DNNs (Abadi, 2016).  

Keras is an open-source neural network library written in Python that was also used in this 

project. This library can run on top of TensorFlow to simplify the development process of neural 

network models (Gulli and Pal, 2017). Working in Python is extremely sensitive, not just to the 

Python version but also to the Keras and TensorFlow languages. Figure 0-3 shows the versions 

of Python, TensorFlow and Keras that were used in this work.  

 
Figure 0-3: The versions of Python, TensorFlow, and Keras 
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In addition to TensorFlow and Keras, other programming libraries and tools were imported as 

shown in in Figure 0-4.  

 

Figure 0-4: Programming Tools and Libraries 

Below is a brief explanation of the tools and libraries that were used in this work: 

 Pathlib: This library offers classes that help representing filesystem paths for different 

operating systems (Horton and Parnin, 2018). 

 Matplotlib: This library has many tools that help create static, animated, and interactive 

visualisations in Python (Tosi, 2009).  

 Pandas: This library offers functions and operations that can help manipulate numerical 

tables and time series‘ (Chen, 2017). 

 Seaborn: This library is based on matplotlib, but it provides a high-level interface for 

producing informative statistical graphics (Bisong, 2019). 

 Scikit-learn: This is a machine learning library that is written in Python. The Scikit-learn 

library is designed to be simple, efficient and accessible to non-experts (Buitinck et al., 

2013). 

Summary  

The research methodology of this project has been explained in this chapter. To fulfil the project 

goals, one data set was used to develop a classification model. The MLP and DNNs were 

explained, and the decision was made to choose DNNs to build the prediction and classification 

models, as they have better approximation capability for complex functions and relationships. 

Python, TensorFlow, and Keras were also used to perform the neural network models.  

Results and Discussion  

Introduction  

This chapter illustrates the results of the work that was done in this project. The results of 

developing a classification model to classify heart disease based on certain input features are 

explained. The data loading, exploration and preparation of all models are explained in detail in 

this chapter. The chapter concludes with a summary of what has been presented and discussed.  

Heart Disease Classification Results  

This section illustrates the results of the classification and diagnosis of heart disease 

(angiographic disease status) using the following two values: 

 Value 0: < 50% diameter narrowing 

 Value 1: > 50% diameter narrowing 
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Data Loading  

In order to start working on the data set in this section, the required libraries (tools) were 

imported into the program. The Numpy, Pandas, and TensorFlow were explained in section 3.6 

in Chapter 3. The data set was saved in a CSV file and loaded into Python by using the 

read_csv() function. Figure 0-1 shows the first five lines of the data sets, ensuring that the data 

was already uploaded to Python.  

 

Figure 0-1: Loading heart disease data set from a CSV file 

Training and Testing Data Sets  

The data was split into training and testing data sets using the code shown in Figure 0-2, where: 

 Train_X: This data set contained all the input variables (features) that were used to train the 

classification model. 

 Train_y: This one-column data set included the output (label). This was the ‗target‘ variable 

used to train the model. 

 Test_X: This data set contained all the input variables (features) that were used to test the 

classification model. 

 Test_y: This one-column data set included the output (label). This was the ‗target‘ variable 

used to test the model. 

 

Figure 0-2: Heart disease data split into training and testing data sets 

Data Exploration 

Figure 0-3 shows the histograms of the variables in the heart disease data set. These figures 

helped to quickly understand the nature and distribution of the variables. For example, it can be 

clearly seen which variables are continuous and how they are distributed, and which variables 

are categorical and how many categories in each variable of them. Figure 0-4 shows the 

distribution of age variables and it is clear that the majority of the patients are between the age of 

40 and 65.  
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Figure 0-3: Histograms of heart disease data set variables 

 

Figure 0-4: Age variable distribution 

Data Preparation  

Following subsection 3.2.2 in Chapter 3, the columns in Figure 0-1 contained two types of 

information as follows: 

 Categorical information (sex, cp, fbs, restecg, exang, slope, ca, and thal) 

 Numerical information (age, trestbps, chol, thalach, and oldpeak) 
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TensorFlow has built-in features that were used to encode the categorical and numerical data to 

help enhance and accelerate the training process, as shown in Figure 0-5.  

 

Figure 0-5: Heart disease data preparation 

Classification Model  

In this work, a linear classifier from TensorFlow was used to classify the targeted variable into 

one of multiple possible classes. In this case, there were two classes, 0 and 1, so it was 

considered as a binary (logistic) classification. Figure 0-6 shows the Python code used to build 

and train the classification model.  

 

Figure 0-6: Building and training the classification model 

Classification Results 

In order to evaluate the model, the following parameters were calculated: 

 True Positives (TP): the correctly predicted positive ‗target‘ that meant the value of the 

actual variable (the one in the testing data set) was the same as the value of the predicted 

variable. 

 True Negatives (TN): the correctly predicted negative ‗target‘ that meant the value of the 

actual variable was not correct, and the value of the predicted variable was also not correct. 

 False Positives (FP): the values when the actual ‗target‘ was not correct, but the predicted 

‗target‘ was correct.  

 False Negative (FN): the values when the actual ‗target‘ was correct, but the predicted 

‗target‘ was not. 

Once the TP, TN, FP, and FN values were calculated, the following model performance 

measures such as accuracy, precision, recall, and F1 score, that represent the most popular 
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adopted metrics in classification tasks, were able to be calculated (Chicco and Jurman, 2020). 

Accuracy was the most important performance measure of the classification model. It was 

simply a ratio of correctly predicted observation to the total observations and was calculated as 

follows:  

Accuracy = (TP+TN) / (TP+FP+FN+TN).  

Model precision represented the ratio of correctly predicted positive observations to the total 

predicted positive observations and was calculated as follows:  

Precision = TP / (TP+FP).  

Recall, which is also called Model Sensitivity, represented the ratio of correctly predicted 

positive observations to all observations in actual class and was calculated using the following 

formula:  

Recall = TP / (TP+FN).  

Finally, the F1 score, which was a weighted average of Precision and Recall, was calculated as 

follows: F1 = 2 × (Recall × Precision) / (Recall + Precision).  

Table 0-1 shows the classification model performance. The model achieved 87% classification 

accuracy which was considered successful compared to the 81.96% heart disease classification 

using DNNs that was recently published by Sharma, Rasool and Hajela (2020). 

Table 0-1: Classification model performance 

Target Precision Recall F1 Score 

0 86% 86% 86% 

1 88% 88% 88% 

Summary  

In this chapter, the results of developing a model to classify heart disease based on certain input 

features were explained. The classification model was evaluated in terms of accuracy and 

precision. The data loading, exploration, and preparation for all models were illustrated in detail 

in this chapter.  

Conclusion and Future Work 

Introduction  

This chapter explains the main conclusions that have been drawn from this work, as well as 

suggesting future research ideas for further work.  

Project Objective Review 

This work started with a list of research objectives, and this section will briefly explain how 

these objectives were conducted and reflect on the challenges that were faced where possible. 

Below is the list of the objectives with a brief discussion under each one: 

 Conduct a comprehensive review of the state of the art of the applications of AI in disease 

classification:  

A review was conducted for the techniques, algorithms, tools and terminologies that were used 

in this work. ANNs were examined, focusing on three common and relevant types, before the 

best one for this work is indicated. TensorFlow software was introduced, and the chapter then 

looked at three different data normalisation techniques.  

 Develop a classification (prediction) model by using Python programming language: 

 Train, evaluate, and test the developed model by using different datasets.  
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These research objectives were completed as a classification model was built using TensorFlow 

in Python. The classification model was 87% accurate in classifying heart disease. The 

challenges to implementing this model related to data pre-processing, as the medical data could 

not be directly used because some of it was categorical data that required encoding before it 

could be used for the model.  

 Explain the challenges, limitations, and conclusions. In addition, suggestions for future work 

must be provided at the end: 

The project ends with a list of conclusions as well as some recommendations for future work if 

there is a possibility for that.  

 Use real data sets to train and test the neural network-based and classification models, and 

examine their performance in terms of prediction and classification:  

The data set in this work was obtained from the Center for Machine Learning and Intelligent 

Systems at the University of California, Irvine, which was donated by Janosi et al. (1988). 

Project Conclusions  

Following the work that was conducted in this project, It has been concluded that:  

 Data cannot be used directly and there must be a transformation process prior to any data 

processing phase.  

 Data presentation is also a challenge as it requires high levels of integration between systems 

where all the data needs to be transformed into a unified data frame so it can be understood 

and presented across all terminals.  

 Working with DNNs involves estimating the right number of neurons in the hidden layers. It 

is not correct to simply pick a high number randomly, as the results showed that going higher 

may reduce the prediction accuracy. 

Future Work  

The work that has been done in this project can be taken further to: 

 Apply different optimisers that are available in TensorFlow and examine the performance of 

each optimiser. For example, apply ―RMSprop‖ optimiser which is one of the common 

optimisers in TensorFlow. 

 Gather data from national data repositories if there are any in order to make the project more 

applicable nationally. 

Summary  

This chapter summarised the main conclusions of the work that has been conducted, and 

suggested research ideas for further work. 
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